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Preface

The objective of this template is to assist projects in documenting a measurement plan as described in Space and Naval Warfare (SPAWAR) Systems Center (SSC) San Diego’s Software Project Tracking and Oversight (SPTO) Process.  A measurement plan is needed to maintain insight into the status of a project and to inform the sponsor and senior management.  The model, defined herein, provides examples of needed data collection, analysis, and reporting to support the management and coordinate the functional activities necessary to deliver quality products and participate in data sharing at the organization level. 

It is important to understand that the sample measurements included in this template do not fit all projects but serve as a representative means of defining a measurement approach; therefore, this template requires tailoring to meet specific project needs.  Any additional requirements, either project-specific or for higher process maturity levels, will require further enhancements to the SMP.  Each section of the template contains guidance in boxes at the beginning followed by example language.  

The Space and Naval Warfare (SPAWAR) Systems Center (SSC) San Diego Systems Engineering Process Office (SEPO) assumes responsibility for this document and updates it as required to meet the needs of users within SSC San Diego.  SEPO welcomes and solicits feedback from users of this document so that future revisions of this document will reflect improvements, based on organizational experience and lessons learned.  SEPO makes copies of this document available on the SSC San Diego Process Asset Library (PAL) web-site at http://sepo.spawar.navy.mil.

Questions or comments regarding this document may be communicated to SEPO via the Document Change Request (DCR) form located at the back of this document.
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SECTION 1.  Introduction 

1.1
Purpose

Guidance

This section should address the importance of the Software Measurement Plan (SMP) to the success of the project and/or organization in the conduct of both current and future efforts.

Example language appears below:
The purpose of the Software Measurement Plan (SMP) is to specify the core measurements to be used by all production life cycle support projects within the Division.  The goal is to develop a set of metrics that will improve the management of risks and provide a database of information to be used in estimating future work effort. 

1.2
Organizational Description

Guidance
This section should define the organizational scope affected by the SMP.  The nature of the organization’s work should be described in brief. 

Example language appears below:

The Division is the Space and Naval Warfare (SPAWAR) Software Support Activity (SSA) for computer-based Command, Control, Communication, Computers and Intelligence (C4I) Systems.  Tasking includes system analysis, systems engineering, design integration, test and evaluation, installation, training, and life cycle support for these systems.  In addition to its life cycle support functions, the Division maintains an active role in the support of the SPAWAR Systems Center (SSC) San Diego Systems Engineering Process Office (SEPO).

The Division is expected to continue systems support at the present level for several years.  As older systems are removed from service and new ones are developed to replace them, the newer systems will then continue under the Division’s cognizance. 

1.3
References  

Guidance
This section should list the number, title, revision, and date of all documents referenced and or used in the developing the SMP. 

Example language appears below:

a. Software Development Plan, SSC SD Division Standard Template, 1 Jan 99 

b. Risk Management Plan, SSC SD Division, 1 Jan 99

c. SSC SD Project Review Instruction

d. JLC Practical Software Measurement, Version 3.0, 27 Mar 96

e. C/SSR Joint Guide, Cost/Schedule Management of Non-Major Contracts

f. Software Project Tracking and Oversight (SPTO) Process, SEPO, PR-SPTO-02 v2.0, May 2002 

1.4
Appendices

Guidance

This section should list all supplemental materials that are used to implement the SMP within the scope of the organization.

Example language appears below:
This SMP contains several appendices that are provided to assist with the implementation of the measurement program in this division.  The appendices are listed below:

a. Sample Microsoft Project Plan (Appendix A)

b. Sample Monthly Actual Costs Spreadsheet (Appendix B)

c. Sample Project Tracking Spreadsheet (Appendix C)

d. Sample Staff Hour Forms (Appendix D)

1. Project Management Staff Hour Metrics

2. Production Engineer Staff Hour Metrics

3. Test Engineer Staff Hour Metrics

4. Requirements Specialist Staff Hour Metrics 

5. QA Specialist Staff Hour Metrics

6. CM Specialist Staff Hour Metrics

e. Sample Status Data Collection Forms (Appendix E)

1. Development Item Status  

2. Development Test Status

f. Project Data Form (Appendix F)

g. Sample Quarterly Project Brief Template (Appendix G)

SECTION 2.  Organizational Measurement Roles and Responsibilities

Guidance
Section 2 of the SMP should establish the key positions, roles and responsibilities for the conduct of the measurement approach.  Figure 2-1 illustrates a hierarchy of roles and responsibilities.

[image: image1.wmf]
Figure 2-1.  Measurement Roles and Responsibilities

2.1
Software Project Manager’s Measurement Responsibility

Guidance
The Software Project Manager has a key role in establishing, monitoring, and taking appropriate action based on data derived from the measurement approach.  This section should establish his role and responsibilities for the conduct of the SMP.

Example language appears below:
The Software Project Manager is responsible for the successful completion of the assigned software projects.  The SMP generates key decision making information the Software Project Manager requires to ensure a successful project.  To that end, the Software Project Manager will be responsible for directing and organizing the required formal reviews and will be responsible for the overall conduct of this SMP.  The details of execution of the SMP are delegated to the Data Analysis Team Leader.

2.2
Data Analysis Team Assignment and Responsibility

Guidance
The Data Analysis Team serves as the focal point for activities related to the measurement strategy.  In large projects, the team may be a full-time position.  Within an organization containing multiple projects, this role could be a full-time position with each project sharing in the costs.  For smaller 

projects, this activity can be a collateral duty for one of the functional groups such as the Software Configuration Management (SCM) team or the Software Quality Assurance (SQA) team.  

This section should define the staff positions filling this role.

Example language appears below:

The Data Analysis Team provides direct support to the Software Project Manager on the conduct of the SMP.  The data collection, database activities, presentation preparation, MS Project Plan maintenance, and preliminary analysis of project status are the team’s responsibility.  The members of the Data Analysis Team are listed below:

a. Data Analysis Team Leader - The SQA Manager will serve as the Data Analysis Team Leader.  His responsibilities include directing the Data Analysis Team in performing their duties in data collection, analysis, and presentation.

b. Data Analysis Team - The Data Analysis Team includes the Software Development Branch Heads, the Test Branch Head, the SCM Manager and the SQA group.  The Branch Heads and the SCM Manager are responsible for data collection, and review of presentation materials.  The SQA group, under the direction of the SQA Manager, will perform data analysis, development of presentation materials, and the maintenance of the Project History Files and MS Project plans.  

SECTION 3 - Software Project Measurement Specifications 

Guidance
This section of the SMP should define the overall measurement strategy.  The strategy should include identification of issues and measures, and each measure’s requirements for collection, analysis, archiving, and presentation.  All appropriate collection forms, formats, and media should be defined to a level of detail to facilitate implementation of the measurement plan. 

Table 3-1 below provides an example of a measurement strategy.  The paragraphs that follow the table discuss each sample measurement in terms of data collection, analysis, and presentation.  To meet the requirements established for Level 2 of the Software Engineering Institute’s (SEI) Capability Maturity Model for Software (SW-CMM), a project must address, at a minimum, issues of cost, schedule, quality, size, and computer resource utilization. 

The measurement strategy embodied in the following paragraphs employs the use of an earned value in several of the core measurements.  Appendix A to the SPTO Process document, reference (f), contains an overview of the earned value concept. 

An example of Section 3, Software Project Measurement Specification, follows:

Table 3-1 contains an overview of the core measurements that define the Project’s Status Package for the Division.  Each measure is discussed in the sections following the table.

Table 3-1.  The Project’s Status Package 

Item #
Issues
Core Measurement
Data Collection
Report Format

1


Schedule Performance
a. Milestone data

b. Schedule Variance (SV) 
MS Project
a. Gantt

b. Line Graph

2
Cost Performance


a.
Actual $ expended vs $ planned 

b.
Cost Variance 

a. Line Graph

b. Line Graph

3
Effort Performance


a.
MS Project actual # labor hours vs planned

b.
Staff Hour Allocation Data
a. MS Project

b. Staff Hr Database 
a.
Line Graph

b.
Various Graphs as Required, (i.e., Bar Chart of staff hours per phase, Pie Chart of effort allocation)

4
Requirements Management


a.
Total # of requirements 

b.
Requirement status 

c.
% requirements growth 

d.
Requirements traceability 
a. RM Database

b. RM Database

c. RM Database

d. RM Database
a. Line Graph

b. Line Graph

c. Line Graph

d. Line Graph

5
Size 


a.
Estimate of SLOC planned vs actual

b.
Estimate of page counts vs actual 
a. Project history

b. Project history
a. Line Graph

b. Tables

6
Test Performance
a. % requirements tested

b. % requirements passed test
a. Test Report

b. Test Report
a. Line Graph

b. Line Graph

7
Defect Data


a. STRs open vs closed

b. STRs by phase origin

c. STR density by CSCI

d. STRs by priority
a. CM Database

b. CM Database

c. CM Database

d. CM Database
a. Line Graph

b. Bar Graph

c. Line Graph

d. Line Graph

8
Process Performance
a.
MS Project tasks completed vs planned for period

b.
Action items open vs closed
a. MS Project

b. Action Item Database
a. Tabular  

9
Computer resource utilization
a.
Planned vs actual loading data for memory

b.
Planned vs actual loading data for CPU
a. CM Database

b. CM Database
a. Line Graph

b. Line Graph

10
Management planning performance
a.
Projects Initial Estimate vs Completion data

b.
Project Re-Planning data

c.
Project Post Mortem data
a.
Center’s process database

b-c. Project’s History File
Analysis Reports and Technical Memorandum



3.1
Schedule Performance 

Schedule performance is assessed by tracking the current status of major project events and through the use of Schedule Variance (SV) data as part of an earned value management program.  The combination of an annotated Gantt chart and SV data allows assessment of the impact of actual and potential schedule slips on future activities and milestones. 

Data collection requirements for schedule performance are shown in Table 3-2.

Table 3-2.  Schedule Performance Data Collection Requirements

Required Data
Collection Method
Responsible Party
Periodic
Repository

Task’s Earned Value
Development Item Status Form

(Appendix E, Figure E-1)
Technical lead for task item
Monthly
MS Project “% Complete” field for task and the Project Tracking Spreadsheet fields for BCWS and BCWP data (See Appendix C) 

Task Start/End Dates
Actual start or end of an assigned task
Technical lead for task item
Event occurrence with review by SW Project Manager
MS Project “Actual” dates field for task

Event Completion
Conduct of an event (e.g., a review, baseline, etc.)
SW Project Manager
Event occurrence
MS Project “Actual”  fields for event completed

Reporting requirements for schedule performance are shown in Table 3-3.

Table 3-3.  Schedule Performance Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Milestone Chart
MS Project

 (See Note 1)
Gantt
Monthly
Data analyst 
SW Project Manager, tech leads

Schedule Variance
MS Project earned value data 

(See Note 2)
Line Graph
Monthly
Data analyst
SW Project Manager, tech leads

Notes:

(1)
The data analyst generates the Gantt chart from the current MS Project Plan.

(2)
Monthly, the SV is calculated by rolling up the BCWS and BCWP data from the MS Project plan and placing it in an Excel spreadsheet (See sample Project Tracking Spreadsheet, Appendix C).  The data necessary to calculate SV is collected in support of Cost Performance.  Excel’s graphing tool can be used to generate a line graph using the following algorithm:

SV=BCWP-BCWS

An example of a milestone chart appears in Figure 3-1.
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Figure 3-1.  Sample Milestone Chart

A Gantt chart has been generated from MS Project and is used to present the milestone information.  Solid milestone marks note completion.  All the milestones to the left of the current date line should have been completed and marked as solid diamonds.  In this manner, a late milestone is clearly visible.

An example of a schedule variance graph is shown in Figure 3-2.
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Figure 3-2.  Sample Schedule Variance Graph

This graph of SV has been generated from the Project Tracking MS Excel spreadsheet serving as a repository of key measurement data.  The SV data shows the growing dollar value of late task items measured using the project’s original estimated cost performance data.

Application Notes:
(1) Analysis of the MS Project schedule focuses on the difference between the original plan and the actual dates activities are achieved.  The schedule is intended to report actual achievements in relation to the original schedule.  The most common problem with a software program schedule is that realistic adjustments of the schedule plan are not made in response to early changes in program events.  Slipping an event start date will normally require delaying the original event end date.  The impact of not adjusting future schedule dates after slipping an earlier schedule event is that the time and budget to complete a future software-related activity must be reduced.  Maintaining the original end of schedule after early delays usually requires additional resource allocation.

(2) The MS Project schedule aids in determining potential risks in meeting the schedule for future activities.  The recommended displays show clustering or "bunching" of events and whether the amount of time allotted for events has been shortened or extended.  Bunching occurs when schedule slips are experienced in early events and future program events retain their original schedule dates.  If bunching is allowed to continue, there may not be enough time to complete all future scheduled events.

(3) The Risk Management Plan should establish criteria for action to be taken in response to schedule changes revealed by this measurement.  Events that have slipped several times, events whose time allocation is considerably shortened or lengthened, or failure to reschedule future events after significant changes have occurred in early activities will need to be justified by the development team to the sponsor.

3.2
Cost Performance

Cost performance measurement compares actual software expenditures for work accomplished to the original budget.  When assessing the overall cost status, consider the amount of unfinished work to be completed under the remaining budget and the cost of production of the items completed to date. 

Data collection requirements for cost performance are shown in Table 3-4.

Table 3-4.  Cost Performance Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Task’s Earned Value
Development Item Status Form

(Appendix E, Figure E-1)
Technical lead for task item
Monthly
MS Project “% Complete” field for task and the Project Tracking Spreadsheet fields for BCWS and BCWP data (See Appendix C) 

Task’s Actual Cost
Staff Hour Metrics

(Appendix D) 
Technical staff
Weekly

(see Note 1)
Monthly Actual Cost Spreadsheet (Appendix B) Fields updated based on (hours * labor category rate) or a fixed cost.

Monthly data entered into “Actual Cost” field of MS Project for task item.

Notes:

(1)
Weekly the data analysis team collects the actual costs for each WBS task and stores the data in the Monthly Actual Costs Spreadsheet (Appendix B).  This calculation is performed by first multiplying the labor rate associated with the labor category found on each submitted Staff Hour Metric form (Appendix D) by the hours indicated for each task on the form.  Next the calculated dollar amount from the forms submitted by each staff member is added together and entered into the appropriate field on the Monthly Actual Costs Spreadsheet.

Reporting requirements for cost performance are shown in Table 3-5.

Table 3-5.  Cost Performance Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Cost Performance
Project Tracking Spreadsheet

(Appendix C)
Line graphs (See Notes 1&2)
Monthly
Data analyst
SW Project Manager, tech leads

Notes:

(1)
Monthly, the cumulative data for BCWS, BCWP, and ACWP is calculated by rolling up the developmental items in the MS Project Plan and placing them in the Project Tracking Spreadsheet (Appendix C).  From the spreadsheet a line graph for BCWS, BCWP, and ACWP is generated.

(2)
Monthly, the cumulative Cost Variance (CV) is calculated from the Project Tracking Spreadsheet and presented in a line graph using the following algorithm:

CV=BCWP-ACWP

An example of a cost variance graph appears in Figure 3-3.
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Figure 3-3.  Sample Cost Variance Graph

This graph shows a growing CV indicating that the cost of production per unit of measured work is higher than originally planned with a resulting cost overrun to date.

Application Notes:
(1)
Software cost elements may include any expenditure required to develop or maintain a software product.  The key to properly applying the cost metric is identifying those software WBS elements that must be monitored to reduce risk in a program.

(2)
The accounting method used is referred to as an "earned value" method because each element of work performed is assigned a budget value (BCWP).  In an earned-value accounting system, tangible products that verify the work has been accomplished should identify work items.  Therefore, the WBS for the cost metric should identify software engineering elements in terms of products, rather than activities.

(3)
Exceeding budget allocations at any point in a program is cause for concern and investigation.  Exceeding the budget produces negative values for the cost and schedule variance.  Trends in cost and schedule variances should be monitored.  Consistently or increasingly negative values for variances indicate that the initial budget was inaccurate and predict that the system may be delivered behind schedule or over budget.

(4)
The cost metric compares actual software expenditures for work accomplished to the original budget.  When assessing the overall cost status, consider the amount of unfinished work to be completed under the remaining budget.  Other metrics provide information about the amount of work remaining; such as the remaining schedule events, the number of requirements not yet implemented, and the number of unresolved software faults.

3.3
Effort Performance

Weekly, from the Staff Hour Metrics forms, the cumulative hours for each WBS task are stored in an MS Access Staff Hour Allocation database.  Accurate staff hour data is necessary to support the calculation of actual costs associated with each developmental item.  In addition, the history of staff hour allocations maintained in the database is used in the planning process for future project estimates and as a means for understanding issues related to the current project and its processes.  

Data collection requirements for effort performance are shown in Table 3-6.

Table 3-6.  Effort Performance Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Staff Hour Allocation
Staff Hour Metrics  Form

(Appendix D)
Project staff

(See Note 1)
Weekly
MS Access Staff Hour Allocation Database

Notes:

(1)
Weekly Staff Hour Metrics forms collected and reviewed by technical leads and forwarded for entry into a staff hour allocation database for analysis. 

Reporting requirements for effort performance are shown in Table 3-7.

Table 3-7.  Effort Performance Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Staff Hour Allocation
Staff Hour Database
Pie chart
Monthly
Data analyst
SW Project Manager, tech leads

Effort Profile
Staff Hour Database
Line graph (See Note 1)
Monthly
Data analyst
SW Project Manager, tech leads

Notes:

(1)
Monthly data profiles of the planned and actual cumulative labor hours from the Staff Hour Metrics Database are placed in an Excel spreadsheet.  From the spreadsheet, a line graph for tracking planned versus actual staff hours expended on the project to date is generated.

An example of a staff hour allocation pie chart appears in Figure 3-4.  This chart provides the project team, technical staff and management a picture of how the labor effort for the reporting period was applied.  A chart showing a larger than expected consumption of labor would be cause for an analysis. 

An example of an effort profile graph appears in Figure 3-5.  This graph shows a planned staff level dropping in the May time frame.  The staff level has remained at a higher level giving rise to the need to investigate the causes.
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Figure 3-4.  Sample Staff Hour Allocation Pie Chart
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Figure 3-5.  Sample Effort Profile Graph

3.4
Requirements Management

Measuring and monitoring the state of the requirements allocated to a software baseline provides management a measure of both the completeness and clarity of the definition of the product to be developed and the completeness and quality of the implementation.

Data collection requirements for Requirements Management (RM) are shown in Table 3-8.

Table 3-8.  Requirements Management Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Total Number of Requirements
Cataloguing of requirements from a specification into a requirements database
Requirements management team
Project initialization with monthly updates
Requirements database and Project Tracking Spreadsheet

(Appendix C)

Status of Requirements 

(See Note 1)
Requirements database query
Requirements management team and Configuration Control Board (CCB)
Monthly
Requirements database and Project Tracking Spreadsheet

(Appendix C)

Requirements Growth

(See Note 2)
Requirements database query
Requirements management team
Monthly
Requirements database and Project Tracking Spreadsheet

(Appendix C)

Requirements Traceability
Traceability matrices
Software component technical lead
Monthly
Requirements database

Notes:

(1) The status of the system software requirements refers to the number of requirements that have been fully attributed in the database.  Attributes  associated with a requirement would include, but not be limited to those listed below:

(a) Catalogue number

(b) Identification of implementing baseline

(c) Priority

(d) State of the definition (i.e., is it subject to change?)

(e) Pointer to parent requirement (i.e., an SRS item points to SSS item)

(f) Pointer to implementing software component

(g) Required Independent Verification and Validation (IV&V) intensity level

(h) Type of test required for validation

(i) Pointer to test plan, or case, validating the requirement.

(2)
Number of deleted, new and/or changed requirements allocated to each baseline by CCB action and consequently maintained in the requirements management database.

Reporting requirements for RM are shown in Table 3-9.

Table 3-9.  Requirements Management Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Requirements Growth
Requirements database and Project Tracking Spreadsheet

(Appendix C)
Line graph (See Note 1)
Monthly
Requirements management team and data analyst
SW Project Manager, tech leads

Requirements Status
Requirements database and Project Tracking Spreadsheet

(Appendix C)
Line graph
Monthly
Requirements management team and data analyst 
SW Project Manager, tech leads

Requirements Traceability
Requirements database 
Line graph
Monthly
Requirements management team and data analyst
SW Project Manager, tech leads

Notes:

(1)
The Requirements management team generates the monthly reports from the Requirements Management Database.  The numbers are placed in an Excel spreadsheet.  From the spreadsheet, a line graph for tracking requirements can be generated by the data analyst.
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An example of a RM graph appears in Figure 3-6.

Figure 3-6.  Sample Requirements Management Graph
This graph illustrates the state of the requirements with respect to the completeness of their definition, implementation in the design representation, and the effect of changes on the total number of requirements in the system.  This chart shows requirements growth is less than 20%, an acceptable level of change.  In addition, the chart shows that not all the requirements have yet been addressed in the design specification - an item of concern. 

Application Notes:

(1)
RM is a Level 2 Key Process Area (KPA).  In addition, it is found throughout the CMM’s Level 2 and 3 KPAs where repeated reference is made to the need for tracking and managing the total number of requirements, change activity, and traceability to software products.

(2)
Understanding the state of the requirements allocated to a software baseline provides management a measure of the completeness and clarity of the definition of the product to be developed.  This can serve as a gating factor in determining project milestone events and readiness for product implementation. 

(3)
Requirements traceability metrics measure the level to which software products have implemented requirements allocated from higher-level specifications.  Software products include specifications, software design, code, and test cases. 

(4)
Measuring the degree to which the requirements have been tested assists management in determining the system software’s readiness for fielding.

3.5
Size

The object of the size measure is to determine and track the actual software implementation work involved in the project.  Size, expressed by the number of lines of code to be developed, is a better measure of the required work effort than by the functional size of the system as expressed by its total number of requirements.  In addition, the development of a historical database is necessary to support future project estimation efforts for cost, schedule, and effort to help improve management performance.

Data collection requirements for size are shown in Table 3-10.

Table 3-10.  Size Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Estimated Source Lines of Code (SLOC) and Page Counts

(See Note 1)
Size Estimation Process
SW Project Manager
Project Initialization
Project initial estimate in PDF

(Appendix F) stored in project history database and OSPD

Actual SLOC Counts 

(See Note 2)
Source analysis tools
CM and/or SQA group
Monthly
Project history database

Updated SLOC Estimate
Re-sizing estimate
SW Project Manager
Re planning event
Project Re-Plan/Completion Statistics in PDF (Appendix F) placed in project history database and OSPD

Notes:

(1)
At the project planning event, an initial estimate of size information (SLOC and page counts) should be documented on a PDF and placed in the project’s history file and the SSC San Diego OSPD.

(2)
Includes number of lines of code to be developed, modified, or reused and for documentation, the number of pages per key document (Configuration Management Plan, Software Quality Assurance Plan, Software Development Plan, Software Requirements Specification, Software Design Document)

Reporting requirements for size are shown in Table 3-11.

Table 3-11.  Size Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Size Growth
Project history database
Tabular
Monthly
Data analyst
SW Project Manager

An example of a table of incremental growth appears in Table 3-12.

Table 3-12.  Sample Table of Incremental Growth
Baseline
Lines Modified
Lines Delta
New Total SLOC

1.0
0
0
5,000

1.1
70
153
5,153

1.2
325
180
5,333

2.0
612
1,017
6,350

In the example, Baseline 1.0 is considered to be the initial baseline received from the developer.  The first build by SSC San Diego is baseline 1.1 and the total SLOC has increased by 153 lines.  By the completion of Baseline 2.0, the program has grown by a total of 1,350 SLOC or an increase of 27%.  Determining an average % growth figure from baseline to baseline will help with future estimation.

Application Notes:

(1)
The measure of actual software implementation work is driven more by size expressed by, for example, the number of SLOC to be developed than by the functional size of the system as expressed by its total number of requirements.   

(2)
Cost estimating tools prevalent in the industry are driven by first estimating the number of lines of code to be developed.  These tools using the estimated number of lines of code and other parameters characterizing the development environment to produce raw estimates of schedule, costs, and effort.  Therefore, historical sizing information measured in SLOC is useful for future estimation efforts.

(3)
Other units of measure can be used to track size in the context of software implementation work.  These units would include, but not be limited to, function points, objects, software units, and computer software configuration items.

(4)
Correlating the planned number of lines of code to the actual data over time can resolve issues relative to the accuracy of the original estimate.

3.6
Test Performance

Test performance addresses the degree to which required software functionality, as expressed by the software requirements, has been successfully demonstrated.  This testing can be described as "black box" testing, since it only reports whether a correct software-driven equipment output has been achieved with prescribed inputs.  The metric also measures the amount of testing performed at any point in time on documented software functional requirements. 

It should be noted that as requirements are added and deleted over time, the population of total requirements changes.  This can cause breadth of testing values to vary in response to requirements volatility. 

Data collection requirements for test performance are shown in Table 3-13.

Table 3-13.  Test Performance Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Number of Requirements Tested 
Development Test Status Form (Appendix E, Figure E-2)
Test technical lead
Weekly (See Note 1)
Test tracking spreadsheet

Number of Requirements Successfully Tested
Development Test Status Form

(Appendix E, Figure E-2)
Test technical lead
Weekly (See Note 1)
Test tracking spreadsheet

Cumulative Total Number of Requirements Successfully Tested
Collation of Development Test Status Form data

(Appendix E, Figure E-2)
Test technical lead
Monthly (See Note 1)
Project Tracking Spreadsheet

(Appendix C)

Notes:

(1)
Weekly, the data analysis team transfers Test Status data onto an Excel spreadsheet used for tracking test results.  This will require mapping test case IDs against requirement traceability data to determine requirements tested.  On a monthly basis, data collected is correlated to the total number of requirements to determine the percentage of requirements successfully tested. 

Reporting requirements for test performance are shown in Table 3-14.

Table 3-14.  Test Performance Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Requirements Test Coverage
Project Tracking Spreadsheet

(Appendix C)
Line graph
Monthly in general, weekly during integration testing 

(See Note 1) 
Data analyst
SW Project Manager

Notes:

(1)
Weekly during integration testing, the data analysis team prepares line graphs from the requirements test spreadsheet showing percentages of successfully tested requirements. 

An example of a test performance graph appears in Figure 3-7.

Figure 3-7.  Sample Test Performance Graph
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This graph illustrates that after four weeks of integration testing while 90% of the requirements have been tested only 60% meet their acceptance criteria.

Applications Notes:

(1)
Software test management procedures dictate that software requirements should be traced to their individual qualification test cases.  Recording this trace provides visibility to ensure that software requirements are adequately tested.

(2)
Requirements traceability aids in determining the operational impact of software problems.  Failed requirements can be tracked back to specific mission needs.

(3)
Due to the detailed nature of the requirements traceability metric, collecting this data is most cost effective if it is a normal product of a software development SQA effort. A requirements traceability matrix should be part of the developer's technical data deliverable package.

(4)
Evaluation of a requirements traceability matrix can be an intensive effort, but worth the cost when problems or discrepancies are discovered and corrected early.  When evaluating the matrix, consider the criticality of the requirement to the system user and the criticality of the resultant software function to system operation.  A formal method may be used to identify requirements that address key user operations or critical system functions.  Another method is to identify those units that appear most often in the matrix.  These units represent crucial software functions because they are needed for multiple system requirements.  These units can be developed earlier and tested with more scrutiny.

(5)
Requirements tracing must be an iterative process for incremental or evolutionary development environments, such as rapid prototyping.  In these types of environments, all requirements are not 


known in advance or specified to the same degree of detail.  As new requirements add more functionality to the system, the matrix is revised and augmented.

(6)
The matrix can be a valuable management support tool at system requirement, design or other joint reviews.  It may also indicate areas of software requirements or design that have not been properly defined.

(7)
Software Project Managers should establish criteria for requirements traceability thresholds for proceeding from one activity to the next.  For example, a manager may specify the percentage of Software Requirements Specification (SRS) requirements that must be traced to detailed design before coding can be started.  The levels of traceability which are required in a software engineering effort should be based on the degree of risk that is assumed if all requirements are not traceable.  Thresholds for requirements traceability should be tailored to each individual software engineering effort.

(8)
During life cycle support, if a function is modified, the matrix can be used to focus regression testing on particular Computer Software Configuration Items (CSCIs)/Software Units.

3.7
Defect Data

The defect data measure provides a summary of Software Trouble Report (STR) data that has been collected into the Configuration Management Status Accounting System.  This metric provides insight into the number and type of deficiencies in the software baselines, as well as the project’s ability to fix known faults.  The data is critical to making a management decision as to the readiness of system for fielding.

Data collection requirements for defects are shown in Table 3-15.

Table 3-15.  Defect Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Number of Open and Closed STRs
Developmental and user-submitted STRs
CM Status Accounting Team and CCB action
As received and CCB processed
CM Status Accounting Database

(See Note 1)

Notes:

(1) CM Status Accounting Database with STR information including, but not limited to the following items:

(a) Origin by phase

(b) Priority

(c) Status

Reporting requirements for test performance are shown in Table 3-16.

Table 3-16.  Defect Data Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Open/Closed Report
CM Status Accounting Database
Line graph
Weekly during integration testing 
CM Status Accounting team leader
SW Project Manager and tech leads

Origin of Errors 
CM Status Accounting Database
Bar graph
Monthly
CM Status Accounting team leader
SW Project Manager and tech leads
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An example of a STR tracking graph appears in Figure 3-8.

Figure 3-8.  Sample STR Tracking Graph

This chart tracks the total number of STRs received versus those reported closed through CCB action.  The declining number of the open STRs graphically portrays the progress toward product readiness for delivery.

An example of an origin of errors tracking graph appears in Figure 3-9.  This chart illustrates that during the reporting period the majority of STRs were user errors.  This would indicate that the operator manuals need improvement or additional training is needed.  In terms of development processes, the error distribution would indicate that Requirements Management (RM) needs improvement in terms of specification.

Application Notes:

(1)
Fault data should only be reported on a baseline that is under configuration control.  Results of informal test-fix-test performed at the unit level should not be counted.

(2)
The gap between open and closed faults should be carefully monitored.  A constant gap or a continuing divergence is reason for a manager to take appropriate action, especially when approaching a key test or milestone.

(3)
Managers should be aware of the cumulative effect of a large number of low priority faults.  Too many minor problems may impair overall system operation or test performance.  Managers may wish 


to establish thresholds for unresolved priority three and lower faults, to limit the cumulative effects on the ability to operate the system effectively.

(4)
At a minimum, all priority one and two faults should be closed prior to software operational test or delivery.
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(5)
Managers should understand the procedures and criteria for when a fault is considered discovered and closed.  The discovered date may be the date on which the original problem report was written or when the report was entered into the corrective action system.  The closed date should reflect a Configuration Control Board's (CCB) judgment that testing was adequate, and that applicable documentation is updated. 

Figure 3-9.  Sample Error Origin Graph 
3.8
Process Performance

The efficiency of the processes employed to develop the software system can be measured by tracking the number of WBS tasks that are being performed according to the planned schedule.  Tracking the cumulative number of tasks completed by the end of each reporting period to date against the cumulative number of tasks scheduled for completion can provide this insight.

Data collection requirements for process performance are shown in Table 3-17.

Table 3-17.  Process Performance Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Number of WBS tasks planned to be completed
MS Project data
Data analyst maintaining MS Project
Monthly
Project Tracking Spreadsheet

(Appendix C)

Number of planned WBS tasks completed on time
Development Item Status Form

(Appendix E, Figure E-1)
Assigned technical lead
Monthly
Project Tracking Spreadsheet

(Appendix C)

Number of planned WBS tasks completed late
Development Item Status Form

(Appendix E, Figure E-1)
Assigned technical lead
Monthly
Project Tracking Spreadsheet

(Appendix C)

Number of planned WBS tasks overdue
MS Project data
Data analyst maintaining MS Project
Monthly
Project Tracking Spreadsheet

(Appendix C)

Reporting requirements for process performance are shown in Table 3-18.

Table 3-18.  Process Performance Reporting Requirements

Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Process Performance
Project Tracking Spreadsheet and Action Item Database
Narrative
Monthly
SW Project Manager
Technical leads and senior management

An example of a narrative item in the monthly report to the Department Head appears below:

Total Tasks Due:
14
Total Action Items:
45

Total Late:
3
Total Closed:
37

Total On Time:
3
Total Open:
8

Total Overdue:
8

3.9
Computer Resource Utilization

Computer resource utilization measurements are used to assess the adequacy of the target hardware configuration.  High resource utilization can have a serious impact on software performance, maintainability, cost, and schedule.  During development, reserve capacity must be planned for to allow for changes such as STR repair and additional requirements.

Data collection requirements for computer resource utilization are shown in Table 3-19.

Table 3-19.  Computer Resource Utilization Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Memory requirement for concurrent programs
Software requirements specification and SCP/STR analysis forms
Technical leads
Project initialization and SCP/STR analysis 
Project Tracking l Spreadsheet 

(Appendix C)

(See Note 1)

CPU cycle time for system
Software requirements specification and SCP/STR analysis forms
Technical leads
Project initialization and SCP/STR analysis 
Project Tracking l Spreadsheet 

(Appendix C)

(See Note 1)

Notes:

(1)
Monthly, the responsible data analyst interacts with the CM group to collect current data and updates the project’s measurement tracking Excel spreadsheet with computer resource utilization information for presentation. 

Reporting requirements for computer resource utilization are shown in Table 3-20.

Table 3-20.  Computer Resource Utilization Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Computer Resource Utilization
Project Tracking Spreadsheet 

(Appendix C)
Line Graph (See Note 1)
Monthly
Data analyst
SW Project Manager, technical lead

Notes:

(1)
Line graphs showing planned % utilization versus actual % utilization

An example of a computer resource utilization graph appears in Figure 3-10.
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Figure 3-10.  Sample Computer Resource Utilization Graph

This graph illustrates that CPU loading is at its specified limits while memory is still below the reserve limit of 90%.

3.10
Management Planning Performance

Organizations operating at SEI CMM Level 3 maintain a Process Asset Library  (PAL) that supports the organization’s projects.  This library includes, but is not limited to the following project-related items:

a. Description of a project's defined software process

b. Project standards

c. Project processes and procedures

d. Project software development plans

e. Project measurement plans

f. Project process training materials

g. Project performance history

Technical and management lessons learned are documented and stored in the organization's library of software process-related documentation to assist future projects in developing plans, processes, and project estimates.

Data collection requirements for management planning performance are shown in Table 3-21.

Table 3-21.  Management Planning Performance Data Collection Requirements
Required Data
Collection Method
Responsible Party
Periodic
Repository

Initial estimate of cost, schedule, resources, and size
Project initial estimates in PDF

(Appendix F)
SW Project Manager
Project initialization
Project’s history file and OSPD

Updated estimate of cost, schedule, resources, and size
Project re-plan or completion statistics in PDF 

(Appendix F)
SW Project Manager
Re-plan event
Project’s history file and OSPD

Actual cost, schedule, resources, and size
Project re-plan or completion statistics in PDF 

(Appendix F)
SW Project Manager
Project completion
Project’s history file and OSPD

Characterization of the project’s programmatic environment 
Postmortem evaluation in PDF 

(Appendix F)
SW Project Manager
Project completion
Project’s history file and OSPD

Reporting requirements for management planning performance are shown in Table 3-22.

Table 3-22.  Management Planning Performance Reporting Requirements
Report Title
Source Repository
Format
Periodic
Responsibility
Distribution

Various (See Note 1)
Project’s history file and SSC San Diego’s OSPD
Various (See Note 1)
Various (See Note 1)
SPI Agents, SW Project Managers
Various (See Notes 1, 2)

Notes:

(1)
As required, SSC San Diego’s SPI agents analyze the OSPD to assess cost estimation accuracy and process improvements as evidenced by increased productivity found in trends of completing projects.

(2)
Software Project Managers analyze project history files and the OSPD to assist in future cost estimates and evaluation of process improvement efforts.

Various statistical analysis reports and technical memorandum would be used to report on management planning performance.
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Section 3 Supplemental Information:  

(1)
Additional metrics could be added to Section 3.  The above metrics are shown for illustrative purposes and to suggest a minimum set of metrics for a software project.  See the Joint Logistic Commander’s Practical Software Measurement Version 2.1 for additional measurement suggestions.

(2)
Figure 3-11 illustrates the flow of information from the point of collection through processing to presentation for data necessary to support cost, schedule, quality, and requirements tracking. 
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Figure 3-11.  Project Tracking Process
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SECTION 4 – Quarterly Reporting Requirements

Guidance

This section should address the schedule, format, and content of quarterly and other major and/or milestone reviews.  The format and content of the reviews can be described in the manner employed for Section 3, or can be referenced.

Example language appears below:
Appendix G contains the format and content information required for management reviews.  The project manager will direct the development of the necessary packages in a timely manner to allow for internal review of the presentation material.  

4.1
Major Reviews

Guidance

This section should contain the schedule of management reviews as documented in the Software Development Plan, Section 5.18.2.

Example language appears below:

Quarterly reviews will be held with the sponsor during the third week following the closing of the fiscal quarters.  The schedule is listed below:

a. First Quarter Review

18 January 1999

b. Second Quarter Review

19 April 1999

c. Third Quarter Review

14 July 1999

d. Fourth Quarter Review

11 October 1999

APPENDIX A.  SAMPLE MICROSOFT PROJECT PLAN

The sample Microsoft Project plan for a software development project is available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil.  

APPENDIX B.  SAMPLE MONTHLY ACTUAL COSTS SPREADSHEET

The sample Monthly Actual Costs spreadsheet for a software development project is available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil. 

The input for this spreadsheet would come from the Staff Hour Metrics forms that appear in Appendix D.

APPENDIX C.  SAMPLE PROJECT TRACKING SPREADSHEET

The sample Project Tracking Spreadsheet for a software development project is available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil. 

Information for this spreadsheet comes from the project plan in Appendix A, the Staff Hour Metrics forms in Appendix D, the Development Status and Test Status forms in Appendix E, and the project’s configuration management database.  The project tracking spreadsheet is derived from the Software Program Managers Network’s Control Panel.

APPENDIX D.  SAMPLE STAFF HOUR METRICS FORMS

The sample Staff Hour Metrics forms for six different job categories within a software development project are available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil. 

APPENDIX E.  SAMPLE STATUS DATA COLLECTION FORMS

The sample Status Data Collection forms for a software development project are available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil. 

APPENDIX F.  PROJECT DATA FORM

The Project Data Form for a software development project is available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil. 

APPENDIX G.  SAMPLE QUARTERLY Project Brief Template

The sample Quarterly Project Brief Template for a software development project is available on the SSC San Diego Process Asset Library at http://sepo.spawar.navy.mil. 
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